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Abstract— The development of Indonesia’s new capital city, Ibu Kota Nusantara (IKN), is an innovative
government policy that has sparked diverse public responses. This study aims to explore sentiment trends on the
social media platform X to understand public perceptions of the policy. Additionally, a sentiment classification
model combining Bidirectional Long Short-Term Memory (BiLSTM) and Convolutional Neural Network (CNN)
was developed and optimized through hyperparameter tuning. Exploratory analysis showed that positive sentiment
dominated at 46%, followed by negative at 30% and neutral at 24%. The classification model achieved a test
accuracy of 78% and an average accuracy of 81% across 10-fold cross-validation, with a standard deviation of
0.006. The achieved accuracy, together with the low cross-validation standard deviation, indicates that the
BiLSTM-CNN model demonstrates stable and reliable performance.

Keywords— Ibu Kota Nusantara (IKN), public sentiment, X social media, BiLSTM-CNN, sentiment analysis

Abstrak— Pembangunan ibu kota baru Indonesia, Ibu Kota Nusantara (IKN), merupakan kebijakan
pemerintah yang inovatif dan telah memicu respons publik yang beragam. Studi ini bertujuan untuk
menganalisis tren sentimen di platform media sosial X guna memahami persepsi publik terhadap kebijakan
tersebut. Selain itu, model klasifikasi sentimen yang menggabungkan bidirectional long short-term memory
(BiLSTM) dan convolutional neural network (CNN) dikembangkan dan dioptimalkan melalui penyesuaian
hiperparameter. Analisis eksploratori menunjukkan bahwa sentimen positif mendominasi 46%o, diikuti oleh
sentimen negatif 30% dan netral 24%. Model klasifikasi mencapai akurasi uji sebesar 78% dan akurasi rata-
rata 81% pada 10-fold cross-validation, dengan simpangan baku 0,006. Akurasi yang dicapai, bersama dengan
simpangan baku cross-validation yang rendah, menunjukkan bahwa model BiLSTM-CNN menunjukkan
kinerja yang stabil dan andal.

Kata Kunci— Ibu Kota Nusantara (IKN), sentimen publik, media sosial X, BiLSTM-CNN, analisis sentimen

I. INTRODUCTION

In Indonesia, social media has become one of the main platforms for people to share their opinions
on many issues, including government policies [1]. One major policy that has received significant public
attention is the plan to build a new national capital in East Kalimantan. Although this plan is not new, it
remains important because it affects the interests of the public, the government, and other stakeholders. The
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development of the Nusantara Capital City, or Ibu Kota Nusantara (IKN), aims to move the focus of national
development from Java Island to other regions, and to create new economic opportunities in East
Kalimantan. With an estimated budget of IDR 466 trillion [2] and strong efforts to promote its benefits, this
policy has received mixed reactions from the public [3]. Some people support the plan, hoping it will boost
the economy, improve infrastructure and technology, and help address problems such as overpopulation,
traffic jams, and environmental damage in Jakarta [4]. However, others are critical of the project, mainly
because of its high cost, possible social and political effects, environmental concerns from land clearing,
and doubts about its long-term success [5].

The diverse views on the capital relocation highlight the need for further efforts to understand public
perceptions of this policy. Understanding public responses can provide the government with valuable
insights to design strategic actions that address public aspirations and concerns [6]. In the field of text
mining, sentiment analysis, part of Natural Language Processing (NLP), can be used for this purpose.
Furthermore, sentiment analysis using deep learning can more deeply explore people’s emotions, opinions,
and attitudes [7]. This is especially important for processing data from digital interactions on social media,
which often contain informal language, abbreviations, emojis, and sarcasm, elements that traditional
methods find difficult to handle.

However, without a systematic and reliable analysis of public sentiment, policymakers may
misunderstand the level of public support or opposition to the IKN relocation policy. This misunderstanding
can lead to ineffective communication strategies and may reduce public trust. Therefore, a sentiment
analysis approach that is both methodologically sound and computationally practical is needed to better
capture nuanced public opinions expressed on social media.

One of the commonly used deep learning architectures for text analysis is the Recurrent Neural
Network (RNN), which is designed to retain information from previous steps in a data sequence, allowing
the model to recognize patterns more accurately in sequential data [8]. Bidirectional Long Short-Term
Memory (BiLSTM) is a deep learning technique derived from the RNN architecture, specifically designed
to address classification problems involving sequential data. BiLSTM allows processing data sequences in
two directions, forward and backward, enabling the model to capture a more complete context from earlier
and later information within a text sequence [9].

Previous studies have shown the effectiveness of BILSTM in various sentiment analysis contexts,
such as when compared to LSTM and Logistic Regression on Shopee e-commerce reviews [10], LSTM
and GRU for emotion classification [11], BERT and ensemble methods for emotion recognition in
Indonesian product reviews [12], as well as SVM, Random Forest, CNN, and LSTM for evaluating public
service perceptions [13]. The exclusive use of BiLSTM has also been tested on Twitter reviews with an
accuracy of 58.56% [14], identification of bullying patterns on social media with 82.04% accuracy [15],
multi-label hate speech classification with 82.31% accuracy [16], and analysis of government policy during
the COVID-19 pandemic with an F1-score of 76.67% [17]. Public sentiment analysis of service platforms
such as Grab Indonesia [18] and MyPertamina [19] also demonstrated the strong performance of BILSTM.
Beyond the human language, this method has also been effectively applied in the analysis of biological
sequences [20], [21], [22], treating the sequence as the language of life.

Nevertheless, the application of BILSTM in sentiment analysis related to public policy, particularly
the development of IKN, remains limited. Using a document classification approach on data collected from
social media and news media around May 2022, one study [23] found that negative public sentiment toward
the policy was relatively more dominant. In addition, basic machine learning methods such as the Naive
Bayes Classifier achieved 76.74% accuracy [24], while K-Nearest Neighbor and Random Forest showed
lower accuracies of 58.25% and 45.05%, respectively [25], and SVM achieved more than 90% accuracy
[26]. Existing deep learning approaches, which generally perform better on larger datasets, have employed
CNN with 66.8% accuracy [27], and IndoBERT, which outperformed simpler machine learning methods
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with 83% accuracy [28]. Across these studies, sentiment labeling was conducted using different approaches:
manual labeling [24], [25], a combination of manual annotation and LLM-assisted labeling [28], and fully
automated lexicon-based labeling tools [26]. While transformer-based models such as IndoBERT
demonstrate strong performance, they typically require significant computational resources for pre-training
and fine-tuning [29], which may not be feasible for smaller-scale academic research projects.

Recent studies have shown that, without relying on a transformer, combining CNN and RNN
architectures, including LSTM and BIiLSTM, can yield superior performance compared to using them
individually. CNNs are effective in extracting local patterns or spatial features, while LSTMs excel at
capturing long-term dependencies in sequential data [30]. Various combinations, such as CNN-BIiLSTM
[31], CNN-RNN [32], and CNN-LSTM have been shown to improve model accuracy and efficiency for
dimensional sentiment analysis [33]. Similar results were also reported in studies integrating BiLSTM and
CNN [30], [34]. Therefore, using a BILSTM-CNN hybrid is justified, as it captures both local patterns and
long-term dependencies, which are essential for understanding nuanced sentiment in social media text [35].
However, no existing research has explicitly applied the BILSTM-CNN architecture to evaluate public
opinion on Indonesia’s new capital city relocation policy, IKN. To address this gap, this study adopts a
BiLSTM-CNN approach for sentiment analysis on the IKN issue and evaluates its performance.

II. METHODOLOGY

The data used in this study are secondary, consisting of posts from the social media platform X
(formerly Twitter). The data was collected automatically using the command-line tool Twitter Harvest
v2.6.1, which utilizes an access token and specific search parameters. In this study, Twitter Harvest was
run using the researcher's personal access token, with the following parameters: the keyword "Ibu Kota
Nusantara", the date range from January 8 to January 26, 2022, and the language set to Indonesian. This
period was chosen to capture the dynamics of public sentiment before and after the ratification of the
National Capital City Law (UU IKN) by the Indonesian House of Representatives (DPR RI) on January 18,
2022. During this time, media coverage and public statements from government officials regarding the IKN
relocation policy were highly intense, which could influence opinions expressed by social media users on
platform X. The data collection process was conducted using the Python programming language and
executed on Google Colab. With these parameters, a total of 10244 posts were successfully gathered. It
should be noted that the dataset size was limited by the approximately 600 posts per day retrieval constraint,
which may affect the representativeness of the collected data and the generalizability of the analysis.

In general, this study consists of seven main steps: data preprocessing, data exploration, data splitting,
feature engineering, hyperparameter tuning, model evaluation, and validation using k-fold cross-validation.
We used an automated lexicon-based tool for sentiment labeling, which demonstrated excellent model
performance in [26], despite earlier findings indicating that such methods achieve only around 65%
accuracy. This automated labeling approach was also chosen to minimize human intervention, thereby
reducing the time and cost of labeling large volumes of social media data.

Data preprocessing is the first stage in preparing data for analysis and involves several cleaning and
transformation steps. Irrelevant elements such as mentions, links, numbers, and emoticons are removed,
and all text is converted to lowercase through case folding. Normalization follows, replacing abbreviations
and correcting spelling based on the Colloquial Indonesian Lexicon. Sentiment labelling is then performed
automatically using the valence aware dictionary for sentiment reasoning (Vader) method, which requires
translating the text into English beforehand. The processed text is subsequently tokenized, stopwords are
removed, and words are reduced to their root forms through stemming. While this approach allows efficient
labeling, it may introduce bias due to translation errors and the limited ability of a general English lexicon
to capture colloquial Indonesian expressions, sarcasm, and context-specific sentiment. Therefore, the

116



Public Sentiment Toward the Indonesian Capital Relocation Policy on X Using a BiLSTM-CNN Model

resulting sentiment labels should be interpreted as approximate representations of public sentiment rather
than exact ground truth.

Data exploration is conducted to understand the dataset’s characteristics, with a particular focus on
the distribution of sentiment classes. This distribution is typically visualized using pie charts. To address
class imbalance, data augmentation techniques are employed, specifically back translation and synonym
replacement. Back translation entails translating the original Indonesian text into English and then back
into Indonesian using Google Sheets, effectively increasing the dataset size. Synonym replacement involves
substituting certain words with their synonyms from an Indonesian thesaurus, implemented in Python, to
balance the number of samples across minority classes to match those in the majority class.

The preprocessed data was then split into training (70%), validation (15%), and test (15%) sets,
following standard machine learning practice. The validation set helps prevent overfitting and is used
during hyperparameter tuning to optimize model performance before testing on unseen data. In the feature
engineering stage, categorical labels were converted to numerical representations using label encoding and
one-hot encoding, and sequences were padded to a maximum length of 51 tokens by adding zero tokens to
the ends of shorter sequences. Word embeddings were used as the model's embedding layer with 64
dimensions.

The sentiment classification model uses a BILSTM-CNN architecture, starting with a BiLSTM layer
followed by a one-dimensional convolutional layer (see Figure 1). The model is trained for 30 epochs with
a batch size of 32 to accommodate computational resource limitations. At each epoch, the model is trained
on the training data and validated to monitor performance. The model with the best validation result is
saved and tested on the test data. Optimization uses the Adam optimizer with categorical cross-entropy loss,
and early stopping with a patience of three prevents overfitting by halting training if no improvement is
observed over three consecutive epochs. At each epoch, the model is trained on the training data and
validated to monitor performance. The model with the best validation result is saved and tested on the test
data. Optimization uses the Adam optimizer with categorical cross-entropy loss, and early stopping with a
patience of three prevents overfitting by halting training if no improvement is observed over three
consecutive epochs.

To build an optimal model architecture, hyperparameter tuning was performed using Bayesian
Optimization. The search and validation process involved building and training models with various
hyperparameter configurations. The hyperparameter search space is detailed in Table I, with 30 trials
conducted to find the optimal settings. The selection of these hyperparameters is based on their critical role
in influencing model performance. Referring to Figure 1 and Table I, hyperparameters such as dropout rate
(n,), recurrent dropout rate (n,), and LSTM dropout rate (n3) was used to prevent overfitting and improve
model generalization. The number of LSTM units (n,), dense layer units (n), and Conv1D filters (ns)
were tuned to adjust the model’s capacity to extract and process information from textual data. Meanwhile,
the learning rate was tuned as it is a key factor determining the efficiency and stability of the training
process.

The results of the best-trained model will be re-evaluated using a confusion matrix and several key
evaluation metrics, including accuracy, precision, recall, and f1-score. To ensure the model is more stable
and accurate, it will also be evaluated using 10-fold cross-validation, and the standard deviation will be
calculated to observe how consistent the accuracy is across each fold. A summary of the stages carried out
in this study is presented in Figure 2.

To provide a clear overview of both the limitations and capabilities of the system used throughout the
experimental procedures in this study, the specifications of the hardware and software employed are
outlined as follows. The research was conducted using a laptop equipped with a 1.4 GHz Quad-Core Intel
Core i5 processor, an Intel Iris Plus Graphics 645 GPU with 1536 MB memory, 8 GB RAM, and a 128 GB
SSD storage drive. The operating system used was MacOS Big Sur version 11.2.1. Supporting software
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included the Python programming language version 3.10.9, executed through the Google Collaboratory
platform, along with auxiliary tools such as Microsoft Excel 365 and Google Chrome browser version
135.0.7049.85 (Official Build) (x86_64). In addition, several Python packages were utilized in the
implementation process, including numpy 1.26.4, pandas 2.2.3, nltk 3.9.1, matplotlib 3.10.0, seaborn 0.13.2,
re 2.2.1, sastrawi 1.0.1, deep-translator 1.11.4, vaderSentiment 3.3.2, tensorflow 2.16.2, tensorflow keras
3.8.0, and scikit-learn 1.6.1.

The results of the data exploration to understand the distribution of sentiment class proportions from
the VVader automatic labeling are presented in a pie chart in Figure 3. The chart shows that the majority of
text posts related to the IKN policy are categorized as having positive sentiment, accounting for 46%.
Meanwhile, posts with negative sentiment comprise 30%, and 24% of the posts fall into the neutral
sentiment category.
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Figure 1 A proposed BiLSTM-CNN model architecture

TABLE |
THE HYPERPARAMETER SEARCH SPACE IN THE TUNING PROCESS

Hyperparameter Range of Values  Stepsize
Dropout rate 0.3-0.6 0.05
LSTM units 64 — 256 32
Dropout LSTM 0.3-0.7 0.05
Reccurent dropout 0.3-0.7 0.05
Conv1D filters 32 — 256 32
Dense units 16 —128 16
Learning rate le-5-1e-3 log
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Figure 2 The methodological framework

I11. RESULTS AND DISCUSSION

In general, these findings indicate that during the period before and after the ratification of the IKN
development policy, specifically from January 8 to 26, 2022, users on platform X tended to express positive
sentiment toward the policy. This trend is in direct contrast to previous findings reported in studies [23],
[24], [25], [27], [28], which reported a higher proportion of negative sentiment in IKN-related posts. For
example, [28] analyzed data from April 2017 to April 2025 and found more negative than positive
statements. The dominance of negative sentiment was also observed in studies based on datasets collected
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from January to June 2020 [24], from February 1 to May 30, 2020 [27], and from June to September 2023
[25].

The positive dominance in our dataset may be influenced by high media coverage and frequent
government statements during the ratification period, which likely framed the policy in a favorable light.
Intense reporting and official communications around the date could have shaped public perceptions and
encouraged positive expressions on social media [36]. Additionally, our findings align with the most recent
study [26], which collected Indonesian and English tweets from January 2019 to January 2025, showing
that positive sentiment was dominant in both languages. Furthermore, the study in [26] labeled Indonesian
tweets using the Inset Lexicon, a specifically designed Indonesian lexicon, whereas English tweets were
labeled using the Vader lexicon, a commonly used English lexicon. Thus, our results contribute an
alternative perspective by labeling Indonesian tweets through translation and using an English-based tool.
Examples of posts for each sentiment category are provided in Tables 11, 11, and IV.

Figure 3 reveals a significant class imbalance, with the positive sentiment class dominating the dataset,
while the negative and neutral classes are represented by substantially fewer samples. This imbalance can
adversely affect classification performance, as models tend to become biased toward the majority class,
making it more difficult to accurately learn and predict patterns in the minority classes. To address this
issue, a text data augmentation process was implemented to balance the distribution of sentiment classes.

Neutral

Positive

Negative

Figure 3 The proportion of sentiment class from the Vader automatic labeling

TABLE Il
EXAMPLES OF TEXT POSTS FOR POSITIVE SENTIMENT

No. Post Text Label

1 Ygdemo paling PKS cabang kalimantan timur tuh.. Saya yakin mayoritas positive
masyarakat kalimantan timur antusias Ibu Kota Nusantara ada di kalimantan timur

2  Alhamdulillah undang undang Ibu Kota Nusantara Sah Ibu Kota Rl Bukan Jakarta  positive
Lagi 1 Bulan Lagi Jokowi Angkat Kepala Otorita Ibu Kota nusantara
https://t.co/48L9d6JmOi

3 @KompasTV Semoga Ibu Kota Nusantara menjadi simbol kemajuan Indonesia positive
lanjutkan dan sukseskan Rakyat Indonesia Mendukung Penuh untuk keberhasilan
Ibu Kota Nusantara.

120



Public Sentiment Toward the Indonesian Capital Relocation Policy on X Using a BiLSTM-CNN Model

The goal was to increase the number of negative and neutral samples to match the number of positive
samples. Two augmentation techniques, back translation and synonym replacement, were employed, and
the example results are presented in Table V.

After applying data augmentation with back-translation and synonym replacement, the previously
imbalanced dataset became balanced, with a significant increase in the number of samples. The total
number of samples rose to 25818, with an equal distribution across sentiment classes, each consisting of
8606 statements.

TABLE |11
EXAMPLES OF TEXT POSTS FOR NEGATIVE SENTIMENT

No. Post Text Label

1 #TolakUUIbu Kota Nusantara Para cukong dpt proyek besar2an pembangunan  negative
Ibu Kota Nusantara tak bermartabat bersumber dr utang yg menggila bikin
cilaka generasi kedepan

2  Alasan yg dipakai presiden itupun sangat rasional . Akan lebih fokus pada negative
peningkatan kesejah teraan rakyatnya. Dan pada akhirnya legacy @jokowi yg
dikenang rakyat adl bkn Ibu Kota Nusantara kereta cepat atau jIn tol . Tp utang
yg membebani pemerintahan selanjutnya. MASYAALLAH..

3 Kilurah sebenarnya berat melakukan karena desakan para cukong OLIGARKI  negative
kilurahpun tunduk dan harus segera membangun.tidak adanya urgensi
pemindahan Ibu Kota Nusantara semua pesanan.

TABLE IV
EXAMPLES OF TEXT POSTS FOR NEUTRAL SENTIMENT

No. Post Text Label

1 Menteri PUPR Ungkap Desain Istana di Ibu Kota Nusantara Baru Sudah Ada  neutral
Pembangunan Tunggu Instruksi Presiden #Nasional
https://t.co/ghnXmvYyDh https://t.co/kgtU43xQIS

2  @conan_idn Sampe sekarang belum paham kenapa harus pindah Ibu Kota neutral
Nusantara..urgensjnya apay..?

3 Menurut Sri Mulyani jika pembangunan Ibu Kota Nusantara tak bisa neutral
menggunakan dana PEN maka nantinya anggaran akan diambil dari pos
anggaran Kementerian PUPR https://t.co/ig9eB0OyMhP

TABLE V
THE EXAMPLE RESULTS OF BACK TRANSLATION AND SYNONYM REPLACEMENT

No.  Stemming output Translation output Back translation Synonym replacement
output output

1 kerja rumah badan homework for nusantara pekerjaan rumah bagi operasi bangunan

otorita kota nusantara city authority bodies otoritas kota nusantara parlemen otorita kota
nusantara

2 rencana kota Nusantara city plans are Rencana kota nusantara  rencana praja nusantara
nusantara kritik criticized according to dikritik sesuai tatanan iktirad sesuai sistem urut
sesuai tata urut ilmu  the order of science ilmu pengetahuan kepandaian
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The next step involved hyperparameter tuning to optimize the BILSTM-CNN architecture's
performance. Bayesian optimization was employed to identify the optimal hyperparameter combination
within the defined search space, as detailed in Table I. A total of 30 hyperparameter search trials were
conducted. The results of these trials are presented in the validation accuracy scores for each trial as shown
in Figure 4. The highest validation accuracy was achieved in Trial ID 13, with a score of 0.79. In this trial,
the model used a dropout rate of 0.40, 96 LSTM units, an LSTM dropout rate of 0.60, a recurrent dropout
rate of 0.45, 64 Conv1D filters, 32 dense units, and a learning rate of 0.000416. Trial ID 13 achieved the
highest validation accuracy, making it the optimal hyperparameter combination for the model.

To evaluate the model's performance, a confusion matrix is used alongside metrics such as accuracy,
precision, recall, and F1-score. The confusion matrix of the model after hyperparameter tuning is shown in
Figure 5, and the detailed evaluation metrics are presented in Table V1.
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Figure 4 The progress of the tuning process among all trials
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Figure 5 Confusion matrix for the proposed BiLSTM-CNN model
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Based on Table VI, the model achieved an accuracy of 0.78, indicating reliable performance across
all sentiment classes. Class-wise metrics are relatively balanced, with neutral and negative showing slightly
higher precision, recall, and F1-scores (0.80) compared to Positive (0.74-0.78), indicating that the model
performs slightly better at identifying negative and neutral sentiments than positive ones. Examination of
the confusion matrix reveals specific patterns of misclassification: negative posts were occasionally
misclassified as positive (197) or neutral (117); neutral posts were occasionally misclassified as positive
(151) or negative (107); and positive posts were evenly misclassified as negative or neutral (140 each).
Although there is a slight tendency for negative and neutral posts to be misclassified as positive, these errors
are minor relative to the number of correctly predicted instances and do not substantially affect the class-
wise metrics.

These observations indicate that the BILSTM-CNN model performs well, particularly in detecting
neutral and negative sentiments. The main limitation lies in distinguishing positive sentiment from other
classes in ambiguous or mixed-expression posts. Interpreting these misclassifications highlights areas for
potential improvement, such as ensuring realistic data balancing during preprocessing.

To further validate the model’s robustness, 10-fold cross-validation was conducted to ensure that
performance was not dependent on a specific data split. The detailed results of the 10-fold cross-validation
are presented in Table VII. Based on these results, the model achieved an average accuracy of
approximately 0.81 with a low standard deviation of 0.00614. This relatively high accuracy and small
variation indicate that the model is stable, consistent, and generalizes well across different subsets of the
data, complementing the evaluation based on the single test split.

Overall, the main results demonstrate a systematic approach to developing a reliable sentiment
classification model for the IKN policy discourse. Starting with an imbalanced sentiment class distribution,
the data were balanced through augmentation techniques to ensure fair representation across classes. The

TABLE VI
PERFORMANCE METRICS FOR EACH SENTIMENT CLASS

Performance metrics
Accuracy Precision Recall F1l-score

Sentiment class

Positive 0.74 0.78 0.76
Negative 0.78 0.80 0.76 0.78
Neutral 0.80 0.80 0.80
TABLE VII
10-FOLD CROSS VALIDATION RESULTS
No Fold Accuracy
1 Fold 1 0.820294
2 Fold 2 0.802479
3 Fold 3 0.810225
4 Fold 4 0.809450
5 Fold 5 0.807901
6 Fold 6 0.805964
7 Fold 7 0.822618
8 Fold 8 0.812548
9 Fold 9 0.806277
10 Fold 10 0.815963
Mean 0.811372

Standard deviation 0.006164
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model’s performance was further optimized via Bayesian hyperparameter tuning, yielding a configuration
that achieved strong accuracy and stability. Evaluation through standard metrics and reinforced by 10-fold
cross-validation confirmed the robustness of the BILSTM-CNN model. While direct comparison is not
possible due to differences in datasets, the accuracy achieved in this study appears notably high when
viewed alongside other works addressing the same task of classifying IKN sentiment in [24], [25], [27],
underscoring the effectiveness of the methods applied.

IV. CONCLUSION

This study demonstrates that the BILSTM-CNN model can effectively classify public sentiment
toward the IKN relocation policy on the social media platform X. Data exploration revealed that positive
sentiment dominates at 46%, followed by negative at 30% and neutral at 24%. To address class imbalance,
data augmentation techniques, including back translation and synonym replacement, were applied, resulting
in a balanced dataset with 8,606 samples per sentiment class. The BILSTM-CNN model was optimized via
Bayesian hyperparameter tuning, yielding an optimal configuration of 96 LSTM units, dropout of 0.40,
LSTM dropout of 0.60, recurrent dropout of 0.45, 64 Conv1D filters, 32 dense units, and a learning rate of
0.000416. The model achieved 78% accuracy on the test set and an average accuracy of 81% with a low
standard deviation of 0.006 in 10-fold cross-validation, indicating stable and consistent performance across
all sentiment classes.

While these results are encouraging, certain limitations should be noted to guide future improvements.
The data labeling process relied on an automated method using Vader, which, without expert manual
verification, may have led to misclassifications and reduced objectivity. In addition, data collection was
limited by the use of an unverified personal account, restricting retrieval to approximately 600 posts per
day [37], thereby limiting the dataset size. Addressing these challenges in future research through expert-
assisted manual annotation, the involvement of representative annotators, and the addition of the dataset
has the potential to further enhance the model’s performance.
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